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Abstract

This paper seeks to identify the most importantitunsons for economic growth
sustainability (EGS). While basing on the endogsengrowth theory a la Romer (1986), |
identify total factor productivity as a channel lshich institutions affect EGS. | define
sustained economic growth as an episode of posifieeth of per capita GDP over five
consecutive years. The results of econometric estisnwith a sample of 123 countries
including 85 developing and 38 developed countnessng panel data over the 1960-2003
period, indicate that an improvement in the respectquality of democratic, economic
activities regulation, and property rights insiibats, is favourable for EGS. However,
regulation institutions seem to be the most impartane for EGS. My main results
successfully pass several robustness checks, anb#itive link between “good” institutions
and EGS is illustrated by a case study with thris&#@n countries: Botswana, Ivory Cost, and
Ghana.

Keywords:. Institutions, Growth Sustainability, Private Intregnt, Total Factor Productivity.
JEL classification: 011, 017, 049, E22.



1. Introduction

In 1965, the growth rate of per capita GDP in Nigad Nigeria was respectively
2.1% and 4.2% against 2.9% in Botswartdowever, from 1966 to 1969, Niger and Nigeria
recorded a negative growth rate, while Botswandicoed to record a positive growth rate
over the same period. In 1990, the growth rateesfgapita GDP was 1% in Ghana against
5.2% in Nigeria, but from 1991 to 1994, the growdke was negative in Nigeria as opposed
to Ghana. Why this difference in the evolution obwth episodes between countries? In
other words, why economic growth is more sustamabksome countries than in others?

The answer to this question is fundamental foreast two reasons. First, durable
poverty reduction requires sustained economic dgro®econd, in the absence of sustained
growth, policymakers need to constantly re-exantiv@@r policies. In this situation, private
economic agents also continually re-examine theiyepts of investment, which increases the
risk of bad economic performances. Thus, policymakeeed to identify the framework
allowing them to make sustainable economic growthamn as they succeed in generating it.

The thesis that | support in this paper, is thabreamic growth sustainability -
henceforth EGS- requires “good” institutions. | aef “good” institutions as those which
guarantee lower costs of investments and the aptogn of the return of investments to
private investors:Good” institutions enable private investors tkdadvantage of favourable
business opportunities in form of positive econognowth. In fact, private investors prefer
lower costs for their investments -this is a gutearfor a large wealth creation-; they also
want to be able to reap a significant share ofr¢lern of their investments when they invest.
These two conditions are satisfied by the preseficgood” institutions, in the absence of
which, some favourable business opportunities nwybe seized by private investors, what
would result in reducing the probability of EGS.

Rodrik (2004) also supports that “good” institusoare necessary for EGShe first
objective of this article is to empirically testighassumption and especially to identify the
most important institutions for EGSIn so doing, | analyze thespective and the relative
impact on EGSpf democratic, private property rights protection,daeconomic activities
regulation institutions The reasons of the choice of these three typasstfutions as their
respective role for EGS are mentioned in the réshe article. The second objective of my

article is to identify the mechanism by which “géaastitutions could involve EGS. In this

! Data on growth rates are from WDI (2005) -WorldvBlepment Indicators- database of World Bank.



case | support thatgood” institutions by their favourable effects qorivate investment

involve an increase in total factor productivityeriteforth TFP- which induces a gain of
economic competitiveness, necessary for EGS. Suthei mechanism by which “good”
institutions could affect EGS and that | will enigadly test.

This article tackles the general question of thke rof institutions for economic
performances, treated among others, by Acemoghl. §2001) and Hall and Jones (1999).
However, opposite to these authors who are intlastthe effect of institutional quality on
the level of per capita income, this article ienetsting in the effect of institutional quality on
EGS, which seems to be one of the best measuremeat®nomic performance. Indeed, the
more a country’s economic growth is sustainable, llgher its per capita income will be,
especially when the growth rate is high. EGS istiine necessary input for the determination
of a country’s income level, which is the outconmfetlre level and the sustainability of
economic growth.

Moreover, by focusing on EGS, | take into accounthis article the objection of
Pritchett (2000) according to which economies eigmee various phases of growth in the
course of time and that, the calculation of therages of growth rates over a long period
induces a loss of useful information to scholars. &result, while studying EGS, | do not
calculate average growth rates over a long pebatl] observe the evolution of growth rates
over five consecutive years and try to investigaltether the durability of economic growth
episodes could be due to institutional quality.

Empirically, this article is relatively closer tha ones of Hausmann et al. (2004, 2005)
and Jerzmanowski (2005). However, while these astlaoe interested in the changes of
economic growth regimes, this article is interegtomly in the durable character of growth,
regardless of the fact that this growth charaotsriar not a change in economic growth
regimes. Moreover, Hausmann et al. (2004, 2005)lege political institutions and find a
positive and significant effect of these instituso on growth accelerations. As for
Jerzmanowski (2005), he privileges economic instis and finds a positive and significant
effect of economic institutions on the occurrent&@awourable and durable changes in growth
regimes. In opposite, this article seeks to idgrttie most important institutions for EGS by
confronting the effects of three various typesraftitutions, of which a political institution -
democracy- and two economic institutions -regutgtiprivate property right-. In the same
way, contrary to Hausmann et al. (2004, 2005) F@rdmanowski (2005), | am interested in
the analysis of the mechanism of transmission @feffifiect of institutions on EGS. Lastly, to
my knowledge, Hausmann et al. (2004, 2005) andnidmmpwski (2005), do not solve the



endogeneity problem in their models, this articlestto overcome this kind of shortcoming
by using the GMM system method of Blundell and B{1@98).

The remainder of the paper is organized as folld®extion 2 presents the various
characteristics of EGS from 1960 to 2003. Sectiomxpounds the various theoretical
arguments of “good” institutions’ effects on growdhstainability. Section 4 is devoted to
empirical analysis. Section 5 presents the resdextion 6 is devoted to a case study
comparising the performances of Botswana, IvorytCasd Ghana in terms of EGS and

quality of institutions. Section 7 concludes.

2. Economic growth sustainability characteristics

The study of the characteristics of EGS is caraetthrough the spatial and temporal
analyses of the evolutions of the probabilitie€&fS. The calculation of these probabilities is
carried out -because of data availability- by sigipg on average that each 5 years, 110
countries have the necessary observations to jthgeEGS. With 9 sub-periods of 5 years,
the total number of EGS possibilities amounts 988 .0obtain the probabilities of EGS over
the 1960-2003 period, | divide the number of caestrhaving experienced sustained
economic growth by the 990 total possibilities. Teriodic probabilities are obtained by
dividing the number of countries having experiensedtained growth by the number of
countries likely to experience sustained econorevth during a given five-year period.

In table 1, it appears that EGS over the 1960-3888d is not a rare phenomenon,
since the probability for a representative courtfymy sample to experience sustained
growth during this period is 0.36, that is to sayghly two five-year periods out of five. But,
the probability of high growth sustainability is lpn0.21 during the same period. Thus
sustaining a high economic growth seems relatireye difficult.

For the whole sample, the period preceding thahefoil crises -end of the seventies,
beginning of the eighties- is more favourable f&3% During the period of the oil crises, the
chance of EGS in a country of my sample, relatitelyhe previous period is almost reduced
by half. Soon after the oil crises, the number ofirdries having experienced sustained
growth, immediately increased, before diminishingimg the first five-year term of the
nineties. At the end of the nineties, the probgbilif EGS reached its value of the period
preceding the oil crises, whereas it was not tise ¢ar high EGS.

This overall picture of EGS evolution masks diffezes between groups of countries.
In fact, even if the period preceding the oil csise more favourable for EGS for all the

countries, it appears in general that a developedtcy is more likely to experience sustained



Table 1: Characteristics of economic growth sustainabilipnf 1960 to 2003

Probabilities of economic growth sustainability 1/
Periods | Countf Total Periodic | Probability | Probability | Probability | Probability| Probability | Probability | Probability
ies 2/ | countries| Probability| DC 5/ uDC 6/ SSA 7/ LAC 8/ ASP 9/ ME 10/ ECE 11/
3/ 4/
61-64 44 94 0.47 0.75 0.37 0.22 0.40 0.60 0.29 ..
65-69 44 97 0.45 0.88 0.31 0.21 0.36 0.53 0.0 1.0p
70-74 43 100 0.43 0.67 0.34 0.24 0.40 0.53 0.00 01.0
75-79 24 104 0.23 0.18 0.25 0.08 0.20 0.47 0.44 01.0
80-84 26 112 0.23 0.35 0.19 0.11 0.00 0.60 0.19 0 0.5
85-89 38 114 0.33 0.69 0.20 0.14 0.20 0.40 0.09 30.3
90-94 26 120 0.22 0.17 0.24 0.07 0.28 0.60 0.20 0 0.0
95-99 53 121 0.44 0.72 0.32 0.38 0.20 0.40 0.27 0 0.4
00-03 58 121 0.48 0.69 0.39 0.41 0.16 0.47 0.4% 01.0
Total 356
Probabilities of high economic growth sustainapili2/
Periods | Count] Total Periodic | Probability | Probability | Probability | Probability| Probability | Probability | Probability
es | countries| Probability DC ubC SSA LAC ASP ME 1 ECE

61-64 29 94 0.31 0.58 0.21 0.13 0.20 0.33 0.29 ..
65-69 29 97 0.30 0.56 0.21 0.13 0.16 0.47 0.0( 1.0p
70-74 27 100 0.27 0.41 0.22 0.16 0.32 0.20 0.00 0 1.0
75-79 17 104 0.16 0.18 0.16 0.04 0.04 0.40 0.33 0 1.0
80-84 13 112 0.12 0.06 0.14 0.11 0.00 0.47 0.00 0 0.5
85-89 22 114 0.19 0.41 0.11 0.07 0.04 0.33 0.00 30.3
90-94 14 120 0.12 0.06 0.14 0.03 0.08 0.53 0.10 0 0.0
95-99 25 121 0.21 0.31 0.16 0.14 0.12 0.40 0.09 0 0.0
00-03 29 121 0.24 0.28 0.22 0.28 0.00 0.33 0.09 0 1.0
Total 205

Note: 1/ | define sustained economic growth as sitpe growth of per capita GDP during five condii

years. My sample is composed of 123 countries antbage, are 85 developing countries and 38 devdlope

countries. But, all the countries do not have atpatiods sufficient data to judge the sustaingbitif their
economic growth.

2/ This is the number of countries having expemehgositive economic growth during five consecutiears.
3/ Denotes the total number of countries for whidtave sufficient number of observations to coneladout
the sustainability of their economic growth duragiven period.

4/ The periodic probability of economic growth susability is calculated by the ratio of the numludr
countries having experienced sustained growth, thightotal number of countries for which | havefisignt
observations to judge the sustainability of theavgth during a given period.

5/ Denotes the probability for a developed couréigeording to the World Bank classification- to expnce
sustained growth during a given period. This prditghs calculated in the same manner as in theegal case
mentioned above.

6/ Denotes the probability for an underdevelopeghty -the ex-communist countries of Europe nossiféed
by the World Bank are also regarded as developingtties- to experience sustained growth.

71, 8/, 9/, 10/, 11/ Respectively denotes the podityafor a Sub-Saharan Africa, Latin America aBdribbean,
Asia and Pacific, Middle-East and North Africa, dbastern and Central Europe country to experienstamed
growth during a given period. The value of 1 fostean Europe must not surprise because the avaitkettd for
this region are generally from Latvia which genlgrakperiences good economic growth. It is onlyhatend of
period that the available data for this region éases.

12/ By high economic growth, | mean an annual ghoeft GDP per capita of at least 2% observed duiirey
consecutive years. Indeed, Hausmann et al. (200@5)2support that it is the rate to which shouldvgran
economy to converge towards the industrializechtriies.



economic growth than a developing country.

The evolution of EGS probabilities in developed aledeloping countries reveals a
difference -which is especially observed afterdii€rises- in the cycle of EGS between these
two categories of economies. In developed countties five-year term following the oll
crises was marked by an increase in the numbepwftdes having experienced sustained
growth, whereas the 1990-1994 period was marke@ lbgduction in this number. Thus,
developed countries quickly recovered from theooises, but not durably because of the
disturbances of financial and exchanges marketstheked some of the European countries
at the end of the eighties and the beginning ofrtimeties; and because of the Golf war.
During the last two five-year terms, the probapibf EGS in developed countries reached its
value of the period preceding the oil crises, bairall decline in the value of this probability
is observed during the last five-year term mayheabse of the 11 September 2001 events.

In developing countries, the recovery from theasifes was not immediate and the
recovery started during the 1990-1994 period. Thovery was progressive with a clear
improvement in the situation during the last fiveay term, when the probability of EGS
reaches its value of the period preceding ther@ks. Thus, there is difference of EGS cycle
between developed and developing countries. Howexen among developing countries,
there are also differences in EGS cycles.

The countries of Asia and Pacific, compared to dbieer developing countries are
atypical in terms of EGS, because in general tlubalility of EGS for a country of this
region is always higher than that of the represemt@ountry of my sample.

The evolution of EGS probability for North African@ Middle-East countries shows
that, for this group of developing countries, thesinfavourable period for EGS is that of the
first oil crisis. In this region, the recovery fraiime second oil crisis was done with delay and
in a progressive way. There is a clear improvenretiie value of EGS probability during the
last five-year term, especially due to the incre@msthe number of North African countries
with positive growth rates.

In Sub-Saharan Africa, the most favourable permdBEGS is the last two five-year
terms. This could be considered as the manifestaifothe effects of economic reforms -
structural adjustment, devaluation of CFA franc-d apolitical reforms -beginning of
democratization- introduced into Sub-Saharan Afdcaing the 1980s and the 1990s. The
cycle of EGS, soon after the oil crises in Sub-&ata\frica is similar to that of developed
countries, which to a certain extent, reflects tla@row connection between this region’s

economies and those of developed countries. In faetobserve an upturn of economic



activities in Sub-Saharan Africa just after theaet oil shock and a stop of this upturn five
years later, like in developed countries.

In Latin America and the Caribbean, the period e@détgy the oil crises is more
favourable for EGS. The region was essentially mediy the second oil shock during which
none country of this region experienced EGS. IninL#&merica and the Caribbean, the
recovery from the oil crises was immediate, andattarized by the increase in the value of
EGS probability during the first decade after tleead oil shock. This trend of economic
activities upturn stopped from the 1995-1999 perlmetause of financial crises recorded by
Latin American economies. The breaking off of ecarwactivities upturn was especially felt
in terms of high growth sustainability, since dgrihe last five-year term none country of this
region experienced a high sustained economic growth

In Central and East European countries, after theriges, the last five-year term is
more favourable for EGShis situation could be considered as the mantiestaf positive
effects of the reforms introduced into this regadithe beginning of the 1990s.

It appears that over the 1960-2003 period, develapentries have more chance than
underdeveloped countries to experience sustainagtlyr This situation is revealed through
descriptive statistics that | have just analyzed] arouses the interest of the analysis of the
effect of institutions on EGS, since on average tjuality of institutions in developed

countries is better than that in developing coestri

3. Theoretical arguments of “good” institutions efects on growth sustainability

As Rodrik (2004) mentions it, sustaining economiavgh differs from igniting it, and
for Rodrik sustained economic growth requires “gaadtitutions. | support thaén economy
experiences sustained growth when it is compéetitlfan economy is not competitive, it has
a lot of chance to record a short time positivengho Indeed, a non competitive economy
may record an increase in its impdrmd/or a drop in its exports. The drop in expartd/or
the increase in rival imports are all factors hkéb induce a drop in economic activities and
S0, unsustained economic growth. One good way ffioe@nomy to be competitive is to

increase itgotal factor productivity thanks to its institutional quality. | exploreettrack of

2 This argument constitutes one of the assumptibmsyatheoretical reasoning. With such an argumett hot
call into question the positive effect of economampetitiveness gain on the level of economic ghoat it is
often admitted in the literature, but | supporttttiee gain of economic competitiveness can alsa beurce of
economic growth sustainability.

% | do not deny the positive effect of equipmentpants for the development of investment, but | idesas a
possible threat any massive import competing vatal products.



the effect of institutions on TPPby resorting to theoretical arguments of insittoal quality
effects ongovernment failuréspreventing the development of private investmant to the
endogenous growth theory a la Romer (1986).

“Good” institutions, by reducing government failsyecontribute to the development
of private investment. The increase in private gtweent involves an increase in TFP also
called the residual of Solow, due to the positivedemalities of private investment
accumulation on workers skill, because of the legyby doing effe&highlighted by Romer
(1986). Thus, TFP is doubly endogenized as it dégpewn the accumulation of private
investment which in turn depends on the institwdlaquality.

| support that“good” institutions enable an increase in privat@vestment by
increasing private investment’'s return due to theluction in investment costs, and by
guaranteeing to private investors the appropriataira significant share of their investments’
return. Indeed, no increase in private investmeanpassible if private investors are not sure
to make profits and to get a significant sharehafse profits when they invest.

However, the existence of “good” institutions magt e enough to boost private
investment; the business opportunities must alsdabeurable. These favourable business
opportunities are among other things: the leveldemand on national and international
markets, favourable terms of trade, a competitta exchange rate, etc. For private investors
all these opportunities result in concrete termgagonomic growth rates. A positive growth
rate reflects the existence of good opportunitied a negative growth rate reflects the
absence of opportunities.

When private investors react to favourable oppaties by increasing their

investments, there are an increase in T/ improvement in economic competitiveness, and

* Institutions can also affect the level of an eqogs competitiveness by its favourable effect achtelogical
adoptions and innovations. Some authors like Acdmag al. (2002) support that the introduction of
technological innovations depends on the naturpatifical institutions in a country, the stabilibf political
power, and the manner the politicians perceiverteldyical innovations. In addition, Acemoglu et &004)
support that when a country is not far from theldidechnological frontier, the political decisiorakers of this
country, can boost the development of technolodimavations by promoting the entry into the maréeinore
talented private investors. The same authors supat, in contrary when a country is technolodic&lack
warded, it can catch up by adopting the technokdeveloped by other countries due to the protedianted

to the investors already established on the ma8edrpetta et al. (2002) and Stephen et al. (1984)e that
when a country is technologically back warded, @& regulation of economic activities can prevent
technological adoption.

® Stern (2001) presents different government faslymesventing the development of private investment.

® However, it is not only the volume of investmertieh is necessary for TFP increase, but the effiyjeof
investment is also for something in TFP increase.

" My arguments suppose that private investors wimedavourable opportunities because of good irtiins
do not have any problem of liquidity constraintis’Bupposition is coherent with Tornell et al. (2p&rgument
according to which some poor countries are victiircapital flight because of a weak protection ofvate
property in these countries. The capital flightuess the available capital for private investors.



EGS. But the reaction of private investors to taeotirable opportunities depends on the
quality of institutions. As a result, not all favable opportunities are seized by private

investors. Only opportunities in presence of “goadstitutions are seized.

3.1 Institutions for the reduction of private invesment costs and EGS

When private investors decide to invest, they armaximize their profits. One way
to achieve this goal is to minimize their investitsecosts. In an economy, private investors
face different investments costs, but | especidintify three kinds of costshe costs due to
distorsive policies implementation, costs of newemmises creation, and costs of
achievement of economic and financial transactidiese three kinds of costs do not depend
on private enterprises and are imposed to themohigyakers. The amount of these costs
depends on country’s institutional quality, thismBy | focus my theoretical reasoning on the

institutions relating to these costs.

3.1.1 Democracy: A political regime reducing the i of distorsive policies

Democracy is a type of political regime likelydssure to private investors lower costs
related to distorsive policies -costs of high itila, unsustainable deficit, etc- because
democracy reduces the risk of distorsive policieglautaking. In this case, democracy
contributes to the reduction in the cost and theel@ment of private investment. By
favouring the development of private investmentnderacy involves an increase in TFP, so
can contribute to EGS

By supporting that democracy reduces the risk sfodsive policies undertaking, my
argument is in the same line like the one of saisoMho defend the benefits of democracy for
policies choice. In fact, in this domain scholaspinions diverge. In the one hand we have
authors like Nordhaus (1975) who support that deasyccan involve distorsive policies in
court period because of electoral consideratiaonghé same vein, Barro et al. (1983) mention
temporal inconsistency problems to support theafskflation in democratic regimes. On the
other hand, we have authors like Wittman (19895)2&d Baba (1997), who show that, the
more a political regime is democratic, the more phecess and the choice of policies are
transparent, so the risk of undertaking policiesctvlaim to serve leaders personal interests is
reduced. My argument concerning democracy is cltsdhose last listed authors. Barro

8 Some authors like Rodrik (2000), Acemoglu et 8003) and Quinn et al. (2001) show that democracy
contributes to the reduction of economic growthatitity. By this way democracy can also contribtdeEGS.



(1996) reconciles the two possible effects of deaoc by establishing a non-linear relation
between democracy and economic growth, becausdeofimpact of democracy on the
macroeconomic policies quality.

The role of democracy for policies quality can bellwnderstood in the context of
developing countries, where distorsive policies snplemented because of socio-politic
factors and the weakness of political institutidnsfact, in poor countries where leaders have
the entire decision making power and are not stibjecany political or institutional
constraint, these leaders undertake socially iciefit economic policies to grow rich, enrich
their partisans, and to ensure their remain ahézel of the nationBates (1981) puts forward
this argument for African countries in general &mdGhana in particulaBevan et al. (1999)
document the case of Nigerian political lead&semoglu et al. (2003) document the case of
Argentinean political leaders and those of otheirLAmerican countrie¥’. In all these cases
distorsive policies were pursued with the aim tysh power and in the context of political
institutions weakness. From these examples on fgpeoountries, | can support that
democracy is a political regime where leaders catiundertake distorsive policies for at
least three reasons mentioned in the literature.

First, in democracy leaders are usually subjedhsttutional constraints that do not
allow them to implement policies of their choic&bis argument is mentioned by Acemoglu
et al. (2003) and especialBodrik (1999) who supports that, in a democracg, ¢hoice of
policies to implement results normally from a polt consensus. This limits the power of
political leaders to implement policies exclusivévourable for their political group. In
doing so, distorsive policies usually have a limhithhance to be implemented in democratic
countries unless it is the will of the whole paléi class.

Second, in democracy elections are regularly omgahiln this situation, leaders have
no interest to implement distorsive policies likghinflation, likely to negatively affect the
population welfare, otherwise leaders risk to becsaned during the next elections. In this
case, democracy exerts a dissuasive effect onigabliteaders for distorsive policies

® Seldon (1975) reports that even Milton Friedmahpwlescribes famously inflation always and everyetss
a monetary phenomenon, during a seminar has finadige a difference between the apparent causdlation

-high money supply- and deep causes -politicalssouial causes- of inflation.

19 Acemoglu et al. (2003) also show that for politica@sons, in Peru President Garcia (1985-1990Hdedo
increase the salaries in public sector, which teduh the doubling of public deficit which increaksfrom 4.4%
of GDP in 1985, to 9.9% of GDP in 1987. In Chileegident Allende (1970-1973) also for politicalgeas, in
1971 decided an increase from 37% to 41% of workkxss wage which involved a rise of public deffoitm

3% to 10% of GDP.
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implementation. Such argument is found with Rodii897) who supports that, in democracy
the choice of policies reflects the preferencethefmedian voter.

Third, Persson et al. (1997) support that the sejosr of power between the executive
and the legislative power, involves a reciprocaktline of the both powers and make them
accountable to citizens for the choice of polici€bus, the nation is protected against an
abuse of power from politicians. So, in the logictleese authors, the implementation of
distorsive policies can be considered as an abiuseveer which is less likely to be present in
democratic regimes.

Theoretically, it appears that democratic countrees those which would less
implement distorsive policies and empirically soawghors have indeed found such a result.
For this purpose, | quote the work of Satyanethal. (2004)who show in a sample of
developed and underdeveloped countries that, dextypes the most robust determinant of
macroeconomic stability in the long term. In thensaway, Hamanmt al. (2002) out of 51
episodes of successful inflation stabilizationpfran annual inflation rate higher than 40%,
show that democracy is one of the factors contiriguio the successful inflation stabilization.
Acemoglu et al. (2003) show that, distorsive pelcieconomic crises, and slow economic
growth are due to the political institutions weasse

Thus, theoretically and empirically there are baglegh enable me to support that the
more democratic countries, are those which impléntess distorsive policies. So, | can
support that democracy can contribute to EGS bwaied the risk of distorsive policies

implementation and consequently the cost of priiratestments.

3.1.2 Regulation institutions facilitating the creéion of enterprises and the achievement of
economic and financial transactions

Costs of new enterprises creation and the achievemieeconomic and financial
transactions, when they are too high, constituteolastacle to the development of private
investment. So, these costs can prevent EGS. Tnerdf argue that an efficient economic
activities regulation is likely to induce EGS byvéaring the development of private
investment and TFP incready efficient economic activities regulation, | meanegulation
which reduces government and market failures whagsuring a good functioning of the
markets Thus an efficient regulation should reduce thetgmtions granted to the least
efficient enterprises, while supporting the entripithe market of the dynamic and innovative

investors. In the same way, an efficient regulastould guarantee lower costs of private
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investments and increases their returns. This pestive incentive for private enterprises
already present on the market, to take advantafgerobirable business opportunities.

While defending that efficient economic activitiesgulations are necessary for the
development of private investment, my argumenhithe same line as the one supported by
Stigler (1971), McChesney (1987), and De Soto (1&9€he line of “public choice theory?*
Stigler (1971) supports that early established gtevinvestors, can offer to policymakers,
advantages like political parties financing, eleat@ampaigns financing and electoral voices,
in order to receive in return a protection of theiarkets due to a strong regulation of new
enterprises creation. As for McChesney (1987) ard Ioto (1990), politicians regulate
economic activities with the aim to create and eiplents situations in forms of electoral
campaigns financing and electoral voices. Thesdi@ahs offer in return a protection of
markets to the enterprises already present on #ukan

Empirically, Giuseppe et al. show that flexible wkgion of products market in the
OECD countries favours the development of domeatid foreign investments in these
countries. In the same way, Besley et al. (200éWwsthat the Indian States which amended
the regulation of labour market in favour of workare those which record a slow growth of
investment in the formal manufacturing sector. Mattyer works show that the regulation of
labour market explains differences in economic greninces among OECD countries [see
Freeman (1988), Blanchard (2003), and Nickell e(29100)].

Thus, theoretically and empirically, there are sagbowing me to support that an
efficient economic activities regulation favoursetdevelopment of private investment. |
argue that, by favouring the development of privateestment, an efficient economic

activities regulation involves an increase in THE aonsequently EGS.

3.2.2 Property rights protection for economic growt sustainability

When private investors decide to invest, they arecerned with the amount of wealth
they will create on the one hand, and with the ibi#y to reap a significant share of this
wealth, on the other. If the two conditions are satisfied, there could be under-investment.
Institutions ensuring the protection of propertghts are necessary for the development of

private investment and EGS. When the protectiorpriperty rights is assured, private

1 1n opposite, Pigou (1938) with the logic of “publnterest theory” of regulation is based on thistexce of
market failures -namely negative externalities Ipa@lution, monopoly position on the market etc- ke
public intervention in form of strong regulation e€onomic activities, a need to correct these niddiires
and to ensure good market functioning. For a ptasen and a test of various theories of regulatisee
Djankof et al. (2001, 2002).
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investors’ fear of not being able to appropria@gnificant share of their investments’ return
is reduced. In this case, one can observe an seiagrivate investment, TFP, and therefore
EGS.

Demsetz (1967) and Alchian et al. (1973) suppaat thgood protection of property
rights, constitutes a positive incentive for prevahvestment accumulation. North et al.
(1976), North (1981) and Jones (1981) argue thapeaty rights protection induces better
allocation of private investors’ resources. By tivay, a good protection of property rights
can also contribute to EGS.

Empirically, Besley (1995), through a study in twlages of Ghana finds that the
protection of property rights increases the ratmeéstment on the cultivated piece. Johson et
al. (2002) show that the protection of propertyhtsgis a necessary and sufficient condition
for the development of private investment in thecernmunist European countries. Svenson
(1998) shows that in an environment of politicadtability and social polarization, political
leaders have little incentive to ensure the praiaadf property rights. In this situation private
investment level decreases.

So, | support like Rodrik (2004) that “good” instibns are necessary for EGS.
“Good” institutions reducing the cost of privatevestment, and guaranteeing to private
investors the appropriation of the return of theiwestments, are necessary for the increase
in private investment and TFP. The increase in THEuces a gain of economic
competitiveness which is necessary for EGS

My theoretical reasoning can be schematically sunz®a as follows:

“Good” institutions — Increase in private investment — Increase in total factor

productivity — Economic competitiveness gair> EconomicGrowth sustainability

This theoretical reasoning implies a following@mology of events:

1. At time t, private investors in a country obserte conomic growth rate. If the
growth rate is positive, this is a revelation obdarable business opportunities for
private investors.

2. Private investors take into account the level gfitational quality before deciding to
seize these favourable opportunities. They mustuse that the institutions in place
enable them to make a significant profit and tgrasasignificant share of this profit,

while seizing the favourable opportunities which affered to them.
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3. When private investors decide to seize the favdarapportunities by increasing their
investments, they positively affect total factoroghuctivity level and economic

competitiveness level. By doing so, the probabitfGS increases.

4. Empirical strategy

My identification strategy comprises three mainpsteFirst, | estimate the bivariate
relationship between institutions and EGS. The seé&iep takes into account the effects of
private investment and TFP, which are possible wbinof transmission of the effect of
institutions on EGS. The third and last step cdasrstesting the effect of institutions on EGS
while controlling simultaneously for TFP, privatevestment, macroeconomic policies, and
initial economic conditions. This strategy in threteps allows me to better test my

arguments, and to better measure the effect ofaheus variables.

4.1 Description of variables

The theoretical argument that | support makes acgsthe presence of “good”
institutions for EGS. These institutions are ecomoas well as political. | am particularly
interested in democratic, property rights, and k&gn institutions.

The regulation and property rights indexes aredtuwi§raser Instituté? and cover the
1970-2003 period. The values of these indexes mnaded each five years until 2001, date
from which their annual values are available. cakdte the average values of these indexes
from 2001 to 2003 to complete my daide regulation index measures the regulation of
credit markets, labour markets, and busind$®se property rights index measures the levels of
rule of law and property rights enforcemeihe respective value of these both indexes varies
between 0 and 10; a high value corresponds to stitution of high quality, i.e. a good
protection of private property rights and freedanuhdertake economic activities.

As for the democracy index, | obtain it frofreedom Housend it measures the
citizens’ participation in political process inclag the right of voting, the competition for
official posts, and the choice by vote of politicicision makers with a real power on the
choice of policies. The value of this index vatietween 1 and 7 with a high value indicating

low quality of democratic institutions. The valuktbis index is provided from 1972 to 2003

12 Fraser Instituteprovides a composite index called index of econdngiedom. This index is an equal addition
of five elements. These five elements are: siZzB@fernment, legal structure and property rightaisgg access
to sound money, freedom to trade internationaltyg segulation of economic activities. | prefer tmsider only
two components of this index, because they beteasore the institutional aspect that interestsame because

| want to avoid assimilating some macroeconomidgcgolariables to institutions.

14



and | calculate the five years average values isfittdex from 1975 to 2003. To reduce the

number of missing observations, | consider theevalithis index in 1972 as its average value
for the first five-year term of the 1970s, and #werage value over the 1973-1974 period, as
its average value for the second five-year ternthef 1970s. In order to make easier the
interpretation of the democracy index variatiotgke the reverse of its values.

The explained variable, i.@conomic growth sustainabilitg measured through the
observation of per capita GDP growth rates during €onsecutive years over the 1960-2003
period. Thus, a country is considered to have égpeed sustained economic growth, if its
economic growth rate is positive during five conge® years. In this case, the dependent
variable takes the value of one. However, evenofte year of negative growth over five
years, a country’s economic growth is consideredumasustained and in this case, the
dependent variable takes the value of zero. Soepgntent variable is a binary variable.

Some people could suggest running my regressiatfisduration models, what would
have enabled me not to impose the five years durdtr the definition of EGS, and to take
account the real duration of each episode of pesgrowth. Unfortunately, my variables of
interest -institutions and TFP- are not providedually but in a quinquennial way. This
obliges me to give up the duration models, bec#usealata provided each five years do not
coincide with the beginning of the episodes of fsigrowth>. Thus, in spite of some limits
of my method, this one has the advantage of erglfia to carry out the analyses with the
data at my disposal. | thus manage to identifyitistitutions as well as the other factors

allowing countries to maintain a positive econogriewth over five consecutive years.

4.2 Specification of the model

The choice of a period of five years to define B8 seem arbitrary but it is imposed
to me by the availability of the data on economistitutions, which are provided in a broad
part, each five years period. In fact, there aneotlatabases on economic institutions, but the
one ofFraser Instituteis more adapted to my paper. First, Braser Institutedatabase has a
long temporal dimension because going back to 84 To my knowledge, it is the only

database on economic institutions with this temipdepth and available at the moment.

13 Indeed, a good application of the duration modedgiires the use of the values of the explanatorghigs at
the beginning of period or the average values e$¢hvariables over all the period during which eéRkplained
variable is in a state A before its passage tce dBat Unfortunately, my explanatory variables ofeneist -
institutions and TFP- are in major part providedhe& years, this makes that none of the conditiona good
application of the duration models seems satisfied.
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Second, this database contains the economic imstituindexes that | need to test my
theoretical arguments.

If the arbitrary character for the duration of E@&inition can be justified, giving a
value of zero to the explained variable for a coutitat has just experienced one or two years
of negative growth, despite a good performancengutie other years, can constitute another
limit of my model. To overcome this limit, | contrior temporal fixed effects. In this case,
EGS could not be explained any more by a covashatk which affects at the same date all
the economiéé. In the same way, | control for country fixed et In this case, EGS could
not be explained any more by unobservable charsiitsrof an economy. In addition, one of
the goals of my article is to identify the most wnfant institutions for EGS. While

considering these various points, the models imagt are as follows:

Probx [(go, G, G2, Ga G4) > 0 | (c, prop, u, vt )] = G (c, prop, u, ) 1)
Probx [(go, G, G2, Gs, G4) > 0 | (C, reg u, vt )] = G (c, reg, u, W) 2)
Proky [(Gto, Ot G2s Gz, Ga) > 0 | (c, dem u, v )] = G (c, dem, u, w) 3)
Prob [(9o, 9, G2, Qs Ga) > 0 | (C, prop reg, dem, u, v )] = G(c, prop, reg, dem, u, ) (4)

Prolyy measures the probability for a country to expemesustained economic growth.
Precisely, it is the probability for a country toperience a positive growth of per capita GDP
over five consecutive years; 19 the country fixed effects; is the temporal fixed effects, and
c is the constant. G is a linear function or a redroumulative distribution function depending
on the estimate method used.

In equations (1), (1), (3), (4rop:, reg;,, anddem, respectively denote the index of
property rights, the regulation index, and the demaoy index, in country i, at time t. In those
equations, the other variables are defined likevab&quations (1), (2), (3), enable me to
estimate therespective effecbf each institution on EGS, i.e. the specific effef an
institution, ignoring the effect of the other irtgtions. As for equation (4), it enables me to
estimate thsimultaneous effedf various institutions on EGS, i.e. the obserg#dcts when
all the institutions act at the same time but eank with its own effect. By estimating
equations (1), (2), (3), and (4), it then becomessible to identify the most important
institution(s) for EGS An institution would be considered as most imgoarffor EGS, if its

14 As a robustness check of my results, | also coftraterms of trade in order to take into accotim specific
shocks affecting each country. In this case, muylteslo not change. Moreover, as another robustrigessk, |
reduce the durability of economic growth for EGSirdgon to three consecutive years of positivewtio, and
my main results are also not affected. Those resué not shown but are available upon request.
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specific effect on EGS is positive and significaamtd its effect remains positive and
significant despite considering simultaneouslyeffects of the other institutions

My various models are estimated with a sample o3 tBuntries including 85
developing countries, 38 developed countries, @hdolintries ex-coloniéd As one can note
it, my empirical strategy has several advantages.

First, to my knowledge my paper constitutes thet fivhich studies the effect of
institutions on EGS, as generally in empirical wgr&cholars study the effects of institutions
on the level of per capita income, growth ratepmothe changes in growth regimes.

Second, my paper is one of the few papers studthegeffects of institutions on
economic performance with panel data. In fact, gghescholars use cross-section data,
because the data on institutional quality oftenduaee of short temporal dimension, and
because of a low temporal variability of instituiad indexes. Thus, obtaining a significant
effect of institutions on EGS with panel data cobkl an interesting result because of the
advantages of panel data estimatifns

Third, my empirical strategy makes it possible &tireate the respective, and the
simultaneous effect of three various institutionsEsS. This strategy enables me to identify
the most important institutions for EGS, which ddnges one of the main contributions of
my article. Moreover, | test the effects of a po#ét institution and two kinds of economic
institutions on EGS. This procedure is also anotfuerd point of my paper, because | avoid
reducing institutions to democracy or to the priatecof private property rights, as it is often
done in the empirical studies. Last and not thet]ess it will appear throughout this paper,
TFP will be highlighted as a channel by which mgtons affect EGS. To my knowledge, my

article would be the first to empirically establsinch a result.

4.3 Methods of econometric estimation

If my empirical strategy has several advantages,réfiability of my various results
requires the correction of endogeneity presentsiynmodels. Indeed, if it is possible that
good institutions determine EGS, it is also possithlat countries which can experience a

sustained growth are also the ones that can ofied gnstitutions. In addition, because of the

15 The list of the countries is at appendix.

'8 For the whole sample, | get the following statistior the various institutional quality indexes:
Standard deviation over the whole 1960-2003 peifa) = 1.109; Prop = 1.934; Dem = 0.335.
Between Standard deviation; Reg = 0.904; Prop £(t.Bem = 0.307.

Within Standard deviation: Reg = 0.625; Prop = 6;39em = 0.142.

As one can note it, the Within Standard deviatamntifie various institutional indexes is relatividyer.
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subjective character of institutional quality mea@snent, one can not exclude the possibilities
of measurement errors in the various indexes ditii®nal quality likely to involve biased
results. Countries equipped with good instituticags also have other factors favourable for
EGS, the omission of which, can also involve endegg. Thus, the three traditional sources
of endogeneity can be present in my data.

However, | do not have suitable instruments basednatural experiments for
institutions because | use panel data and the osest instrumental variables for institutions
are constant in time. Moreover, since | want to pare the effect of three various kinds of
institutions on EGS, normally | need at least thmegtrumental variables for institutions
which are difficult to find.

To solve the endogeneity problem, | resort to GMpdtem method of Blundell and
Bond (1998). The GMM system is the best tool thedan use for a good empirical analysis in
this paper. In fact, whatever the origin of endasnin my data, and the number of
endogenous variables, the GMM system allows melieeshe endogeneity problem by using
adequate lagged values of endogenous regressorstasnents. One of the criticisms to the
GMM system is that, it allows the researcher to aiseige number of instrumental variables.
In order to stage this limit, in the majority of mgtimates, | take care to use only the first two
lagged values of the explanatory variables asungntal variables, which enables me to use
a reasonable number of instruments.

The use of GMM system technique within the framdwairthis paper presents some
problems, as its application to my data means #aeai linear probability model because of
the binary character of my explained variable. é&meral, when one uses linear probability
models, it is possible that the predicted explaivewbble takes values lower than 0 or higher
than 1. That is one of the main limits of the linpaobability models, since the value of a
probability is supposed to be ranged between 0larfo, the number of observations for
which the predicted explained variable is not rahigetween 0 and 1 has to be checked. If for
the majority of the observations, the predictedi@red variable varies between 0 and 1, the
limit relating to the interval of variation of thgredicted explained variable when one uses the
linear probability models is no longer a concere(8Vooldridge 2000, chapter 7).

As, other linear probability models, | use OLS wgboled data, and fixed effects
method to estimate my models. The fixed effect hadethe framework of this paper is a
linear probability model in which | control for inddual and temporal fixed effects, and so
reducing the endogeneity problem. The use of Oldfixed effect estimates can be seen as a

test of robustness compared to GMM system metheditse at least for the sign of the

18



coefficients. Moreover, bgomparing the results of the fixed effect modelhwittose of the
GMM system| will be able to identify the source of endogenéit my data.

| also use probit model to make estimations withpagiel data. In this case, it is sure
that the predicted value of the explained varialdees between 0 and 1. However, the
version of probit model with specific effects whidk currently programmed on Stata,
presents the limit to be applied with random effidzy making the strong assumption of the
independence of countries specific effects comptrélde explanatory variabfes

My various models will thus be estimated with fmarious methods of econometric
technique, which makes it possible to test the sboiess of my results, compared to the
estimation methods. However, of all the resultsséhobtained with the GMM system method
seem more convincing, because in this case | ddotrondividual and temporal fixed effects,

and | also correct for the endogeneity of the wagiexplanatory variables.

5. Results

Table 2 shows that independently of the estimat@thod, each type of institution
positively and significantly affects the probalyilaf EGS. Thus, as | theoretically support it,
the data seem to confirm that the improvement engbality of each type of institution is
necessary for EGS. The results in table 2 showthigainstitutional indexes could suffer from
endogeneity due to the measurement errors in thigutional quality indexes. In fact the
estimates with fixed effects models are in genkraler than the same estimates obtained
from the GMM system estimator, which reveals meam@nt errors in the various
institutional indexes. In the same way, througha& it appears that for the large majority of
observations, the predicted value of EGS probgHikis between zero and one. In this case,
the results of linear probability models in gengaald those of the GMM system in particular
can be considered with less reserve. This is pdatily valid since in GMM system, the
Sargan-Hansen test shows that the lagged valuesstituitions that | use like instrumental
variables are good instruments for the varioustutginal indexes.

7 also apply the logit model with fixed effects oty data. In this case, there is no need to supjpesabsence
of correlation between explanatory variables amtividual specific effects. The obtained results geaerally
similar to those of probit with random effects aaré available upon request. | prefer to reportrésealts of the
estimations by probit model with random effectshat sides of those of linear probability modelsiake them
more comparable. Indeed, in the probit model as agein the linear probability models, the errams supposed
to have the standard normal distribution, whereake logit model, the errors are supposed to hiastandard
logistic distribution. In addition, the use of thagit model with fixed effects is based on the dtindal
probabilities while excluding the observations ¥drich the probability is always equal to O or tonth an aim
to solve the incidental parameter problem. Theesféhe exclusion of certain observations no maittkat
necessary, is debatable in the logit model witedieffects.
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Table 2: Specific effects of institutions on EGS

OoLS Fixed Effet GMM system Probit with random effect
1) (2) (3) 4 (5) (6) @) 8 ) (10 (11) (12)
reg 0.070 0.103 0.142 0.262
(4.61)** (3.85)** (2.73)* (3.76)**
prop 0.065 0.072 0.044 0.223
(7.84)** (4.23)** (2.73)* (6.14)***
dem 0.355 0.104 0.439 0.962
(7.42)** (0.88) (2.35)** (4.99)***
Constant -0.035 0.006 0.177 -0.124 0.175 0.388 320.1 0.365 0.246 -1.626 -0.916 -0.616
(0.42) (0.14) (6.90)*** (0.80) (1.67)* (5.75)*** (B0) (2.22)** (2.46)** (3.93)*** (3.55)*** (3.62)***
Number of observations 772 751 847 772 751 847 772 751 847 772 751 847
Number of countries - - - 121 121 118 121 121 118 211 121 118
Percent of observations 1/ 100% 100% 100% 99% 99% 100% 96% 100% 100% - - -
Sargan-Hansen test 2/ - - - - - - 0.216 0.131 0.377 - - -
AR (1) 2/ - - - - - - 0.000 0.000 0.000 - - -
AR (2) 2/ - - - - - - 0.805 0.555 0.929 - - -
Log of vraisemblance - - - - - - - - - -444.731 54210 -481.514
- - - - - - - - - 42.00%** 2119 33.92%*

¥2 test of variance

Note: =+ | ** * respectively denotes coefficients signifidaat thresholds of 1%, 5%, and 10%. The figurelsratkets are robust t-Student. All the estimategpgixfor those
with OLS contain temporal dummies whose coeffigeare not shown.
1/ This is the percent of observations for whiah phedicted value of the probability of EGS liesamen zero and one.
2/ These figures are the p-values associated aiiows tests, and especially they show that thgeldgariables used as instruments in GMM systeng@od instruments.

3/ These figures arg values of significance test of random effectshia probit model with random effects. This test atgbicates that probit model with random effects ca
be preferable to probit model without random efect
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As for the results of estimation with probit mod#ley also indicate a positive and

significant coefficient of the various institutiormn EGS. Moreover, it appears that the

variance of random effects is very significant lie probit model. So, the probit model with

random effects can be considered as preferabletprbbit model without random effects.

Table 3: Simultaneous effects of institutions on EGS

oLs Fixed Effect GMM Probit
System (RE)
1) (2) 3) 4)
Reg 0.017 0.112 0.104 0.127
(0.85) (3.72)** (1.70)* (1.55)
Prop 0.046 0.054 0.041 0.164
(3.50)*** (2.92)*+* (1.62) (3.32)***
Dem 0.137 0.158 0.020 0.223
(1.81)* (1.21) (0.10) (0.84)
Constante -0.048 -0.323 -0.090 -1.381
(0.51) (1.80)* (0.28) (3.08)***
Number of observations 692 692 692 692
Number of countries - 118 118 118
Percent of observations 1/ 100% 91% 97% -
Sargan-Hansen test 2/ - - 0.368
AR (1) 2/ 0.000
AR (2) 2/ 0.733 -
Log of vraisemblance - -388.017
¥2 test of variance 21.43***

Note: The same like in table 2.

All the institutions exert a positive and signifntaeffect on EGS. But which are the

institutions whose effect on EGS resists to thathef others, in other words, which are the
most important institutions for EGS? To answer tjugstion, | refer to the results in column
3 of table 3. In this case, it appears that in GB\dtem, only regulation institutions continue
to have a positive and significant effect on EG$hatthreshold of 10%, despite taking into
account the effect of the other institutions.

The result of GMM system in column 3 of table 3 whothat only the effect of
regulation institutions resists to the colinedfityetween the various measurements in
institutional quality. One can perceive this colingy between the various institutional
indexes, by comparing the results in columns 7 & &ble 2 with the result in column 3 of
table 3. In this last column, the democracy indexhie index of institutional quality which
records the greatest fall in its value. This rdfem a certain extent, the fact that the
democratic institutions can contribute to the erarog of good economic institutions, or the
fact that they can capture the effects of economstitutions when the effects of those

institutions are not considered. The positive agdicant effect of regulation institutions on

'8 The correlation between the various indexes dftiri®ns is about 0.5, so far from perfect.
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EGS remains, despite taking into account the effetiother institutions. This indicates in a
certain extent that the regulation institutionstieemost important institutions for EGS.

This result can be explained by the fact that, Hicient regulation of economic
activities can allow the entry into the market ahd seizure of favourable opportunities by
the most dynamic and most innovative private imuesst These investors are “young
investors” who would do not have the necessary migatfiace high costs of new enterprises
creation when the regulation of economic activiteetoo strong. The entry into the market of
the more innovative investors could contribute ©8by affecting positively the level of
TFP, not only by its positive effect on the accuatioin of private investment, but also by the
increase in technology level due to the possiblewations introduced.

In opposite, private investors can find alternatbetutions to the implementation of
distorsive policies and to the weak protection ofgie property rights in order to ensure
EGS. In fact, private investors operating in aniemment where distorsive policies or a
weak protection of property rights prevail, can tomne to seize favourable opportunities by
modifying the structure of their investments, ordsguring themselves the protection of their
assets. In this case, it is possible to have amase in TFP -even though it can be a small
TFP increase- and EGS, as long as private investorease their investment. This can
possibly constitute a reason why democracy andfiproperty rights protection indexes do
not exert any significant effect on EGS, when | dilaneously consider the effects of the
three institutions.

The results in tables 2 and 3 show that regulatpoperty rights protection and
democratic institutions are all necessary for EGB8wever, only the effect of regulation
institutions resists to that of the other instbus. The question is to know whether these

results are robust or not.

5.1 Robustness checks

In addition to the robustness compared to the asitm methods, my first results are
subjected to further robustness checks (most ofdbastness checks results are not shown
but are available upon request). Thus, | testabestness of my results compared to the level
of economic growth. | define EGS by considering @ogitive growth rate. However, the
sustainability of high economic growth may moreemest policymakers, because it is more
likely to involve a rapid reduction in poverty. Mamver, institutions may not have any effect

on the sustainability of high economic growth whoam be due to other factors.

22



While testing the effect of institutions on highoeaomic growth sustainability -1 recall
that it is a positive growth of per capita GDP ofleast 2% observed over five consecutive
years-, it appears that in GMM system, democratid aegulation institutions are the
institutions that affect specifically, positivelyné@ significantly the probability of high
economic growth sustainability. The effects of dematic and regulation institutions remain
significant, when | consider the simultaneous effdcthe three various institutions on high
sustained economic growth (result not shown). Tusgasnability of high economic growth
would require more innovative investors and the moplementation of distorsive policies; it
is possibly, according to the data, that in additio regulation institutions, democratic
institutions are also important for high econonmmiovgth sustainability.

| also test the robustness of my results by chantiia criterion of EGS definition and
the period of analysis. Instead of considering fisasecutive years of positive growth of per
capita GDP, | consider as sustained growth, arodpisf positive growth of per capita GDP
for at least three consecutive years over five gielar this case, it appears that the effect of
regulation institutions on EGS is still positivedasignificant despite taking into account the
simultaneous effect of the three institutions. drgpe the period of analysis by considering the
1964-2003 period instead of the 1960-2003 periodl.tfis new period, | associate the
criterion of at least three consecutive years aitpe growth of per capita GDP. Once again,
the relative importance of regulation institutidos EGS prevails.

| test the robustness of my results compared tocttenge of institutional quality
indexes. At place of democracy index, | consider itldex of constraint on executive as
political institution indeX?® The index of constraint on executive is obtainesnfPolity 1V,
and is ranged in increasing way between 0 and thitncase, it appears that in addition to
regulation institutions, property right institut®mpositively and significantly also affect the
probability of EGS when | test the simultaneougeifbf the various institutions on EGS.

My sample includes former colonies countries, dmesé former colonies inherited
institutions of various qualities as Acemoglu at(2D01) underline it. It is then interesting to

test the impact of institutions on EGS in the sagiflformer colonies. In this case, it appears

9 Beyond a robustness check of my results, the fifeedndex of constraint on the executive makegmisible
to test my argument according to which, in a demogrhecause of institutional constraints, politieslders
should not be able to implement all the economiicigs of their choices and in particular, sociatgfficient
economic policies. While following the same logit determination of the weighting coefficients thghuan
equation of growth, | build a new index of politteeonomic institutions with the index of constraant the
executive and the same economic institutions agqusly. In addition, | would like to consider ottiedexes of
economic institutions but unfortunately | do nov&aconomic institutions data with a long tempdiiaiension.
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that the regulation institutions’ effect on EGS ens positive and significant despite taking
into account the simultaneous effect of the variogstutions.

My sample includes developed and developing coesitrand the analysis of EGS
characteristics shows that developing countries)(B&ve much more difficulties to sustain
their economic growth episodes. Thus, | estimatediffgrent models with my subsample of
DC. In this case it appears in table 4 that inddpatly of the method of estimate used, the
improvement in the quality of each type of instiatis necessary for EGS in DC. Column 3
of table 5 indicates that the regulation and theperty rights institutions are the two
institutions exerting a positive and significantfeet on EGS while considering the
simultaneous effect of the various institutionshia sample of DC.

Favouring the entry into the market of more innoxatnvestors and ensuring the
appropriation of a significant share of the investits’ return are more important for EGS in
developing countries. This is possibly the reasomy wegulation and property rights
institutions are the only significant institutiongen | consider the simultaneous effect of the
three institutions on EGS. This result indicatest,tin the developing countries of my sample
and for the considered period, EGS would requirehmmore “good” economic institutions
than political institutions.

My first results remain robust to various robusthehecks. It appears that the
improvement in the quality of each institution ecessary for EGS. However, the institutions
of economic activities regulation are more favoledbr EGS. Seeing that institutions are not
physical factors of production, they can affect EG8y through mechanism, which is

advisable to explore.

5.2 Mechanism of transmission of institutions effds on growth sustainability

5.2.1 Effects of institutions on private investmenand effect of private investment on TFP
Theoretically, | support that “good” institutionseanecessary for EGS because they

involve an increase in TFP due to their favouradifects on private investment. To test my

arguments, | estimate the effects of institutiongaovate investment, and the effect of private

investment on TFP. So, the following equationsesténated:

Privinviy = a +C Xjt + V¢ + it (5)

Tfpi = b +n privinvie + v; + Ajt (6)
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Tableau 4 Specific effects of institutions on EGS in dey®igg countries sample

OoLS Fixed Effect GMM System Probit with random effect
1) (2 (3) 4) (5) (6) @) (8) ©) (10) (11) (12)
Reg 0.047 0.104 0.364 0.238
(2.62)*** (3.29)** (2.68)*** (2.56)***
Prop 0.067 0.072 0.151 0.269
(5.17)** (3.91)*+* (1.78)* (4.55)**
Dem 0.220 0.084 0.468 0.612
(2.70)*** (0.54) (1.80)* (1.83)*
Constant 0.022 -0.017 0.198 -0.224 0.044 0.311 -1.519 -0.246 0.134 -1.731 -1.598 -0.682
(0.23) (0.30) (6.62)** (1.07) (0.39) (4.47)** (D7)** (0.70) (1.39) (2.86)*** (3.92)** (3.28)***
Number of observations 529 512 602 529 512 602 529 512 602 529 512 602
Number of countries - - - 85 85 82 85 85 82 85 85 2 8
Percent of observations 1/ 100% 100% 100% 98% 100% 100% 76% 87% 100% - - -
Sargan-Hansen test 2/ - - - - - - 0.710 0.322 0.266 - - -
AR (1)2/ - - - - - - 0.000 0.000 0.000 - - -
AR (2)2/ - - - - - - 0.962 0.803 0.918 - - -
Log of vraisemblance - - - - - - - - - -286.275 22386 -323.771
¥2 of variance test 3/ - - - - - - - - - 34.57*** DO*** 32.59***

Note:

The same as in table 2.
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Table 5. Simultaneous effects of institutions on EGS imeleping countries sample

oLs Fixed GMM Probit
Effect System (RE)
1) (2) 3 4
Reg 0.023 0.116 0.175 0.200
(1.03) (3.36)** (1.78)* (1.74)*
Prop 0.064 0.062 0.076 0.239
(3.92)*** (2.90)*** (1.98)** (3.43)***
Dem 0.011 0.080 -0.128 -0.011
(0.10) (0.46) (0.36) (0.03)
Constante -0.136 -0.490 -0.821 -2.006
(1.29) (1.96)* (1.60) (2.94)**
Number of observations 458 458 458 458
Number of countries - 82 82 82
Percent of observations 1/ 100% 94% 84% -
Sargan-Hansen test 2/ - - 0.243
AR (1)2/ - - 0.000
AR (2)2/ - - 0.677 -
Log of vraisemblance - - - -241.854
¥ of variance test 3/ - - - 24.64***

Note: The same as in table 2.

Equation (5) makes it possible to estimate theceféd various institutions - on
private investment with pooled data while contrajlifor temporal fixed effects to consider
the increase in private investment that all ecomsn@xperience at a certain time. Private
investment data for underdeveloped countries arenajority from Global Development
Network Database and cover the 1970-1999 periodcdroplete my data, | calculate the
amounts of private investment for developed coastand then take the average values of
private investment as percent of GDP over five yéar each countrie.

Equation (6) makes it possible to estimate thecetié private investment on TFP that
I compute like a residual by the method of econogrmwth accounting in the manner of
Easterly et al. (2002), and by supposing like Halll Jones (1999) that the share of physical
capital remuneration in GDP is equal to 0.33. tghkite the stock of physical capital from
1960 to 2003 by perpetual inventory method, chap&®60 as the initial year. The stock of
human capital is approximated by the average numbgears of school, which is informed
each 5 years thanks to the data base of Barro @d2000). So, | measure TFP each 5 years
-like economic institutions- because of the avaligtof data on the human capital stock.

| estimate equation (6) with pooled data while caolling for temporal fixed effects to
take into account the increase in technology therkmall the economies at a certain time. To
deal with the risk of endogeneity of private invesht compared to TFP, | estimate the effect

of an exogenous measurenfémif private investment on TFP. This exogenous nreasent

%0 By exogenous measurement of private investmemhe&an a measurement which could not suffer from
endogeneity due to simultaneity error between peivavestment and TFP.
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of private investment is its lagged value. If thgded value of private investment positively
and significantly affects TFP, then | can consitheat the accumulation of private investment
could have a causal effect on TFP.

Columns 1 to 3 of table 6 indicate that, an improgat in the respective quality of the
various institutions is favourable for private ist@ent accumulation. As for column 4, it
indicates that only property rights protection itgions positively and significantly affect
private investment, when | take into account tmeusianeous effect of the three institutions
on private investment.

This last result shows that, the fact that privatestors are convinced to be able to
reap a significant share of their investments’ nrets the most important factor determining

the decision-making of private investment.

Table 6. Effects of institutions on private investment argrivate investment on TFP1/

privinv privinv Privinv privinv tfp tfp
(1) (2 (3) (4) (5) (6)
Reg 0.011 0.004
(3.75)*** (1.16)
Prop 0.013 0.010
(9.24)x* (3.87)**
Dem 0.069 0.022
(10.07)*** (1.52)
Privinv 0.852
(3'95)***
privinv lagged 0.885
(4.42)***
Constant 0.122 0.113 0.116 0.096 -0.388 -0.252
(6.64)*** (9.57)*** (17.13)*** (4.79)*** (9.06)*** (-6.10)***
Number of observations 384 359 469 316 423 519
R2 0.08 0.24 0.14 0.26 0.08 0.095

Note: ***, denotes coefficients significantthe threshold of 1%.
1/ The estimates are carried out with the wholepdarand all the estimates contain temporal dummiesse
coefficients are not shown. The figures in braclkats robust t-student. The same results are oltairtdle
considering the lagged values instead of the leateles of institutions indexes to reduce endoggmeiblem.

In fact, private investors can find alternative wsmns to the costs resulting in
distorsive policies implementation or to the exis® of strong economic activities
regulations. Those alternative solutions couldigedhange in private investment structure to
face distorsive policies, or the corruption of pabbureaucrats to face strong economic
activities regulation. While finding alternativelgtons to the weakness quality of democratic
and regulation institutions, private investors cantinue to increase their investments. This is
possibly the reason why only property rights ingiitns significantly and positively affect
private investment, when | consider the simultasesftect of the three institutions on private
investment.
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Columns 5 and 6 of table 6 show the results ofgpevinvestment effect on TFP. It
appears in this case that, an increase in privagestment positively and significantly affects
TFP. So, it appears that institutions positively affpdlvate investment, and an increase in
private investment induces an increase in TFP. Tthesdata seem to confirm the theoretical

arguments that | support

5.2.2 Effects of institutions, TFP, and private inestment on growth sustainability

| show that institutions positively affect privatevestment and that private investment
accumulation is good for TFP increase. The quessido know whether the data will confirm
my theoretical argument according to which an iaseein TFP is good for EGS. Thus, |

estimate the following equation:

Probx [(Qw, 0, G2, Gs3, Ga) > 0 | (C, X%, thpye privinvi, U vi)] = G(c, X, tfpi, privinvie, u, vy)  (7)

Equation (7) allows me to estimate the effects ofigbe investment, TFP, and
institutions on EGS. When | estimate equation (ily dhe coefficient of TFP would be
positive and significant, unless institutions amivgde investment had an independent effect
on EGS, i.e. another effect than the one due ta TFP

The results of equation (7) estimate in tables@ &mdicate that independently of the
estimation method and the specification used, TB$itigely and significantly affects the
probability of EGSSo, the data seem to confirm my theoretical argarmecording to which
an increase in TFP is necessary for EGS.

As for the fact to know whether institutions andivate investment have an
independent effect on EGS, column 7 of table 7cagis that only the institutions of
regulation exert a positive, significant, and inelegeent effect on EGS. In the same way,
column 3 of table 8 shows that the regulation fn8tns are the only one to exert an
independent, positive, and significant effect onSE® spite of taking into account the
simultaneous effect of the three institutions.

This independent effect can be explained by otlositive externalities of regulation
institutions on EGS. In fact, an efficient regubatiof economic activities can favour the entry
into the market of new investors who will explogw sectors of activities complementary to
the already exploited sectors. This complementatyveen private investments can increase

their productivities, the capacity for future intregnts, and consequently EGS probability.
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Table 7: Specific effects of institutions on EGS contnagjifor private investment and TFP effects

OLS Fixed Effect GMM system Probit with random effect
1) 2 3 4 (5) (6) ) 8 ) (10) (11) (12)
reg 0.042 0.113 0.254 0.327
2.72)* (1.87)* (1.95)* (2.46)**
prop 0.048 0.106 -0.012 0.241
(3.58)*** (3.55)*** (0.27) (3.67)*=*
dem 0.134 0.038 0.104 0.558
(1.81)* (0.17) (0.35) (2.02)**
privinv 1.958 1.438 1.798 -0.216 -0.403 -0.254 -0.755 2772  3.747 5.067 1.991 5.510
(5.40)*+* (3.72)** (5.19)** (0.28) (0.49) (0.35) (0.30) (2.02) (1.42) (2.57)* (1.07) (3.78)**
tfp 0.426 0.376 0.405 0.410 0.374 0.345 1.041 1.488 560.9 2.948 2.423 2.267
(3.84)** (3.22)*** (4.32)** (3.91)**= (2.94)*** ( 3.42)%** (2.49)* (1.94)* (2.22)* (4.95)*** (4.39)** (5.23)***
Constant -0.134 -0.083 0.063 -0.082 0.186 0.549 -0.363 0.495 0.072 -2.449 -0.999 -0.987
(1.09) (1.03) (1.17) (0.24) (1.03) (3.49)** (0.60) (0.80) (0.22) (3.16)*** (2.30)** (3.57)***
Number of Observations 335 325 415 335 325 415 335 325 415 335 325 415
Number of countries - - - 96 94 97 96 94 97 96 94 7 9
Percent of observations 1/ 95% 97% 95% 96% 88% 99% 79% 83% 76% - - -
Sargan-Hansen test 2/ - - - - - - 0.309 0.745 0.601 - - -
AR (1)2/ - - - - - - 0.000 0.000 0.000 - - -
AR (2)2/ - - - - - - 0.786 0.504 0.827 - - -
Log of vraisemblance - - - - - - - - - -152.230 11389 -199.398
- - - - - - - - 9.26** .86** 3.22%

y2 of test of variance 3/ -

Note: The same as in table 2.
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It thus appears that TFP exerts a positive andfgignt effect on EGS. In the same
way, the regulation institutions index has an iretegent effect on EGS. On the other hand, it
seems that the independent effect of private imvest on EGS is less obvious especially
after correcting for the endogeneity of private @stment. The accumulation of private
investment would thus affect EGS only through ftea on TFP, what is in conformity with
the endogenous growth theory on which my theoreatgzsoning is based.

Tableau 7 Simultaneous effects of institutions on EGS adlfitrg for private investment and
TFP effects

oLs Fixed GMM Probit
Effect System (RE)
1) (2) (3) 4
Reg 0.019 0.138 0.280 0.232
(0.65) (2.98)** (1.85)* (1.56)
Prop 0.057 0.093 0.007 0.256
(3.11)** (2.77)** (0.14) (2.80)***
Dem -0.073 0.171 -0.202 -0.316
(0.68) (0.69) (0.52) (0.68)
Invpriv 1.409 -0.119 1.337 1.549
(3.28)*** (0.13) (0.67) (0.68)
Pgf 0.364 0.426 0.664 2.711
(3.04)*** (3.39)*** (1.70)* (4.17)%*=
Constante -0.192 -0.570 -0.875 -1.540
(1.33) (1.33) (1.03) (1.61)
Number of Observations 292 292 292 292
Number of countries - 91 91 91
Percent of observations 1/ 97% 74% 78% -
Sargan-Hansen test 2/ - - 0.485
AR (1)2/ - - 0.000
AR (2)2/ - - 0.284 -
Log of vraisemblance - - - -132.832
¥ of test of variance 3/ - - - 7.49**

Note: The same as in table 2.

5.3 Robustness checks of institutions, TFP, and prate investment effects on EGS

As done previously, | subject my last results tdHfer and same robustness checks. In
this case, it appears that the positive effect BiP and the independent effect of regulation
institutions on EGS are robust. Only the resultesiimates with the DC sample are shown in
tables 9 and 10.

5.4 Taking into account other potential determinans of EGS
Until now, | only test on EGS the effects of ingtibns, private investment, and TFP
which are my variables of interest. But, it maythat the effects of these various variables are

over-estimated by being unaware of the effectstbéromacroeconomic variables likely to
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Table 9: Specific effects of institutions on EGS contrajifor private investment and TFP effects in devielggountries sample

OLS Fixed effect GMM system Probit with random effect
1) (2) (3) 4) (5) (6) ) (8 ) (10) (11) (12)
reg 0.044 0.120 0.241 0.395
(1.62) (1.82)* (2.56)** (2.03)**
prop 0.068 0.087 -0.047 0.376
(3.49)*** (2.25)** (0.45) (3.35)***
dem 0.071 -0.108 -0.047 0.344
(0.54) (0.42) (0.09) (0.69)
privinv 1.444 1.170 1.773 -0.097 -0.295 -0.030 2.00 4.446 5.366 5.037 2.693 6.508
(3.46)** (2.85)** (4.87)*** (0.12) (0.32) (0.04) (1.53) (2.00)** (2.35)** (1.68)* (1.15) (3.71)**
tfp 0.295 0.242 0.325 0.257 0.185 0.210 0.371 0.299 0.260 3.753 2.479 2.146
(2.83)*** (2.31)** (3.46)*** (2.54)** (1.59) (2.19** (1.88)* (2.97)* (1.69)* (3.40)*** (3.12)%*= (3.90)***
Constant -0.128 -0.148 0.058 -0.278 0.048 0.281 0041. -0.089 -0.354 -1.875 -1.568 -1.172
(0.94) (1.47) (0.98) (0.78) (0.24) (1.88)* (1.68)* (0.16) (1.25) (1.53) (2.53)** (3.42)***
Number of observations 228 220 305 228 220 305 228 220 305 228 220 305
Number of countries - - - 70 69 71 70 69 71 70 69 17
Percent of observations 1/ 0.539 0.559 0.403 0.539 0.559 0.403 0.539 0.559 0.403 - - -
Sargan-Hansen Test 2/ - - - - - - 0.126 0.509 0.215 - - -
AR (1) 2/ - - - - - - 0.004 0.003 0.001 - - -
AR (2) 2/ - - - - - - 0.761 0.276 0.528 - - -
Log of vraisemblance - - - - - - - - - -92.639 4R -138.030
- - - - - - - 15.07*** a*** 4.00**

¥ of test variance 3/ -

Note: The same as in table 2.
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Tableau 10:Simultaneous effects of institutions on EGS cdhig for private

investment and TFP effects in developing counsasaple

oLs Fixed GMM Probit
Effect System (RE)
1) (2) 3) 4)
Reg 0.035 0.133 0.184 0.392
(1.16) (1.78)* (2.71)* a.77)*
Prop 0.075 0.081 0.030 0.355
(3.41)%** (1.83)* (0.53) (2.52)*
Dem -0.225 -0.192 0.355 -1.544
(1.37) (0.47) (0.55) (1.82)*
Invpriv 1.019 -0.195 0.141 1.173
(2.22)** (0.16) (0.11) (0.38)
Pgf 0.231 0.253 0.437 2.600
(2.14)= (2.09)* (1.72)* (2.79)**
Constante -0.285 -0.463 -0.565 -2.746
(1.86)* (1.14) (0.84) (2.01)**
Number of observations 188 188 188 191
Number of countries - 66 66 64
Percent of observations 1/ 65% 65% 65% -
Sargan-Hansen Test 2/ - - 0.604
AR (1) 2/ - - 0.000
AR (2) 2/ - - 0.744 -
Log of vraisemblance - - - -86.324
¥2 of test variance 3/ - - - 10.01***

Note: The same as in table 2.

affect EGS. Thus | control for the initial econontonditions and macroeconomic policy
variables.

| approximate the initial economic conditions by teconomic growth rate at the
beginning of each five years period, which | dertpgéinitial growth” in my models. A high
positive economic growth rate at the beginning efigd can characterize favourable initial
conditions. By making the assumption of the peesist of these favourable initial conditions,
| can expect a positive effect of the initial groven EGS.

To my knowledge, for instant there is no theorydging the impact of
macroeconomic policies on EGS, but | can take agggnon my theoretical arguments to
identify the policy variables likely to affect EGBecall that, theoretically | support that, it is
for the gain of economic competitiveness that TBBIat positively affect EGS. From this
point, each policy variable which can affect theeleof economic competitiveness can also
affect EGS. This last assumption makes it cohdretdést on EGS the effects of the following
policy variables:

Real exchange ratevhich | denote by “RER”. | compute the five yeakserage values

of this variable over the 1960-2003 period. An agation of real exchange rate involves a

32



loss of economic competitiveness, and consequeniyd exert a negative effect on EGS.
This variable is from CERDI dataset.

Size of Governmentmeasured by the government final consumptionpesisent of
GDP, is the second policy variable that | consiled is denoted “cons” in my models. This
variable is obtained from WDI (2005) database, emvkrs the 1960-2003 period. | calculate
its five years average values. An increase in gowent final consumptions can possibly
involve inflation, likely to affect negatively ecomic competitiveness. So, a negative effect
on EGS of government final consumptions is expected

Finally, | consider a variable of trade opennessisue=d bythe sum of imports and
exports as percent of GD&hd denoted “open” in my models. This variablebsained from
WDI (2005) database for the 1960-2003 period, subfeld in sub-periods of five years. The
effect of this variable on EGS is ambiguous. Indeadincrease in exports can be perceived
as a signal of a competitive economy, whereas arease in imports competing with local
products can mean a loss of economic competitigenes

Tables 11 and 12 indicate that, independently ef éstimation method and the
specification considered, TFP positively and sigaiftly affects EGS, and the independent
effect of the regulation institutions on EGS pessia spite of taking into account the effects
of macroeconomic policies and initial economic atiods. Controlling for macroeconomic
policies and initial economic conditions variabteses not change my main results which thus
remain robust.

In addition, it appears that independently of thethrod of estimate and the
specification, a high initial economic growth isvéarable for EGS. On the other hand, an
analysis of the coefficients associated with thenmaconomic policy variables indicates that
they are mainly of a negative sign, but none isicant after having corrected for their
endogeneity. This result does not mean that tr@aoeaonomic policies are not important for
EGS. On the other hand, it would mean that the aemomomic policies would not have a
direct effect on EGS, once the effects of instiasi and initial economic conditions are taken
into account.

The analysis of EGS characteristics indicates thateloped countries which in
general have “good” institutions, have much morande than underdeveloped countries, to
experience EGS in my sample over the 1960-200®gerimake the assumption that “good”
institutions are necessary for EGS. The empirinalysis seems to confirm my assumption. |

will present a case study, to illustrate the pesitink between “good” institutions and EGS.
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Tableau 11:Specific effects of institutions on EGS contraljifor the effects of other macroeconomic variables

OLS Fixed Effect GMM System Probit with random effect
1) (2) (3) 4 (5) (6) @) (8) 9) (10) (11) (12)
reg 0.061 0.125 0.143 0.419
(2.23)** (2.07)* (2.01)* (2.59)*+*
prop 0.066 0.106 0.103 0.329
(4.58)*** (3.69)** (3.21)** (4.10)**=*
dem 0.229 0.109 0.187 0.902
(2.86)*** (0.49) (0.76) (2.73)**
initial growth 0.021 0.023 0.021 0.012 0.016 0.015 0.012 0.014 0.012 0.116 0.126 0.104
(4.82)** (5.30)** (5.56)*** (2.61)** (3.45)** (3.65)** (2.04)** (2.71)*+* (2.09)** (3.88)*** (4. 35)*** (4.63)**
tfp 0.399 0.316 0.356 0.428 0.312 0.354 0.745 0.551 0.993 2.369 1.640 1.748
(4.86)** (3.83)** (4.77)%* (4.29)** (3.33)*** (4.12)** (2.31)* (2.10)** (3.44)** (3.72)x* (2. 93)*** (3.76)**
privinv 1.432 0.905 1.321 -0.359 -0.308 -0.486 3.20 0.432 0.572 3.964 1.323 4.323
(3.54)*** (2.15)** (3.63)** (0.48) (0.37) (0.65) (0.85) (0.33) (0.33) (1.75)* (0.66) (2.66)***
rer -0.011 0.011 -0.010 -0.060 -0.045 -0.071 -0.036 -0.020 -0.053 -0.150 0.062 -0.106
(0.66) (0.58) (0.55) (2.08)** (2.02)** (2.40)** @3) 0.47) (1.34) (0.96) (0.41) (0.99)
open -0.117 -0.058 -0.035 -0.422 -0.503 -0.312 58.2 0.100 -0.152 -0.549 0.001 -0.143
(1.19) (0.63) (0.45) (1.51) (1.64) (1.27) (1.11) 0.27) (0.47) (1.13) (0.00) (0.42)
cons -0.101 -0.988 -0.999 -0.333 -2.653 -1.856 29.1 -2.383 -0.352 0.957 -4.168 -3.080
(0.20) (1.95)* (2.22)** (0.31) (2.06)** (2.10)** q.12) (1.38) (0.27) (0.33) (1.59) (1.35)
Constant -0.087 0.040 0.231 0.177 0.725 0.974 70.02 0.331 0.723 -1.949 -1.287 -0.406
(0.57) (0.37) (2.67)*** (0.45) (2.57)** (3.79)*+* (0.05) (1.04) (2.46)** (1.84)* (1.83)* (0.83)
Number of observations 315 305 382 315 305 382 315 305 382 315 305 382
Number of countries - - - 89 88 90 89 88 90 89 88 0 9
Percent of observations 1/ 91% 91% 91% 91% 82% 90% 81% 82% 83% - - -
R-squared 0.24 0.25 0.25 0.57 0.55 0.48 - - - - - -
Sargan-Hansen test 2/ - - - - - - 0.600 0.207 0.544 - - -
AR (1)2/ - - - - - - 0.000 0.000 0.000 - - -
AR (2)2/ - - - - - - 0.789 0.806 0.603 - - -
Log of vraisemblance - - - - - - - - - -132.178 91354 -169.270
y2 du test de variance 3/ - - - - - - - - - 7.06* 2.39* 1.48

Note: The same as in table 2.
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Tableau 12:Simultaneous effects of institutions on EGS cdhirg for the effects of other

macroeconomic variables

OoLS Fixed effect GMM System Probit (RE)
1) (2 3 4
Reg 0.027 0.151 0.202 0.319
(0.87) (2.17)* (2.25)** 1.76)*
Prop 0.064 0.095 0.025 0.306
(3.38)x* (2.80)*** (0.49) (2.82)*+*
Dem 0.012 0.260 0.170 0.184
(0.11) (1.06) (0.68) (0.32)
initial growth 0.024 0.016 0.014 0.145
(5.24)%* (3.07)*** (2.22)* (4.10)%*
Tfp 0.316 0.417 0.650 1.988
(3.75)x* (4.24)** (2.129)* (2.94)x+*
Privinv 0.717 -0.121 -1.048 0.172
(1.48) (0.14) (0.66) (0.07)
Rer 0.023 -0.046 -0.007 0.143
(1.07) (2.49)** (0.18) (0.91)
Open -0.074 -0.490 -0.345 -0.249
0.71) 1.72)* (1.12) (0.49)
Cons -0.802 -0.543 -0.683 -3.228
(1.44) (0.46) (0.50) (0.95)
Constant -0.108 -0.365 -0.113 -2.724
(0.63) (0.81) (0.23) (2.17)*
Number of observations 274 274 274 274
Number of countries - 85 85 85
Percent of observations 1/ 90% 70% 83% -
R-squared 0.26 0.61 -
Sargan-Hansen test 2/ - - 0.308 -
AR (1) 2/ - - 0.000
AR (2) 2/ - - 0.760 -
Log of vraisemblance - - - -112.585
¥ of variance test 3/ - - - 5.08**

Note: The same as in table 2.

6. Case study

My case study is based on the comparison of thrieeahh economies: Botswana,
Ivory Cost, and Ghasdand consists in comparison of the quality of thegtitutions and
their economic performance in terms of EGS.

Through table 13, it appears that the most efficcamuntry among the three, in terms
of EGS is Botswana. Over the 1960-2003 period, \Bats has experienced sustained
economic growth during 8 five-year terms over 9 daring 6 consecutive five-year terms,
Botswana experienced high sustained growth. Owver9ifive-year terms, only the 1990
decade was not that of a high sustained econorogtlyrin Botswana. Contrary to Botswana,

Ivory Cost experienced sustained economic growth during the 1970-1974 period, and

21 | recall that these three African countries aretakeconomies, that Botswana is a landlocked cguntr
contrary to Ghana and Ivory Cost. Botswana is ah&wn African country exporting diamond, contrasyGhana
and Ivory Cost, which are from West Africa and estpoocoa and coffee. Thus, a priori, Botswana is
geographically less favoured than Ghana and Ivargta undertake the case study with these threetdes,

because they seem comparable. Moreover, Acemoghl €2003) compare the institutional performanoés
these three African countries.
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Tableau 13 Comparison of performances of Botswana, Ivoryt@nsl Ghana

Countries Periods | Sustained High Sustained Regulation 1/ Property Democracy 3/ Constraint on
Growth Growth Right 2/ executive 4/
61-64 Yes Yes
65-69 Yes Yes 5.0
70-74 Yes Yes . " 2.3 5.0
75-79 Yes Yes 6.3 " 2.0 5.0
Botswana |80-84 Yes Yes 6.9 6.3 2.0 5.0
85-89 Yes Yes 5.9 6.3 1.6 6.0
90-94 No No 6.1 6.4 1.6 6.0
95-99 Yes No 7.0 6.8 2.0 7.0
00-03 Yes Yes 7.3 7.0 2.0 7.0
61-64 No No 1.0
65-69 No No " . 6.0 1.0
70-74 Yes No “ . 6.0 1.0
Ivory Cost 7573 No No 6.2 - 6.0 1.0
80-84 No No 5.8 5.7 5.6 1.0
85-89 No No 4.9 4.8 6.0 1.0
90-94 No No 5.1 5.4 6.0 2.0
95-99 No No 54 3.9 6.0 2.0
00-03 No No 55 3.5 5.8 3.0
61-64 No No 1.0
65-69 No No 0.0
70-74 No No . . 6.6 3.0
75-79 No No 53 2.8 5.8 2.0
Ghana 80-84 No No 4.4 2.7 5.6 2.0
85-89 Yes No 4.7 5.8 6.4 1.0
90-94 Yes No 5.7 5.6 5.0 1.0
95-99 Yes No 5.9 4.4 2.8 4.0
00-03 Yes Yes 6.0 4.6 2.0 6.0

Note: 1/ 2/ Indicate the averages of respectivelaglof the indexes of regulation and private priypeghts

protection institutions obtained from Fraser Ingéton the web site: http://www.freetheworld.corheTvalues
of these indexes vary in an increasing way betvieand 10, a low (high) value indicates a low (higbality of

regulation and property rights protection instibut.

3/ These figures are the averages of the valudsmbcracy index as calculated by Freedom Hous®hiaihed
from the web site: http://www.freedomhouse.org. Thkie of this index varies in a decreasing wayken 1
and 7; a high value of this index indicates weakderatic institutions.

4/ These figures are the averages of the valuemstraint on executive index calculated by Pdlityand

obtained from the web site: http://www.cidcm.umdie@he value of this index lies between 0 and high

value indicates the existence of real politic tugitbnal constraints on the executive chief.

36




any period of high sustained economic growth. As G&hana, it experiences sustained
economic growth since 1985, and a high sustainedauic growth, during the last five-year
term. Why this difference of performances betwdwsé three African economies?

The success of Botswana compared to Ghana and Gastyin terms of EGS is due to
the quality of its institutions. Indeed, as one @dserve in table 13, in terms of political
institutions -democracy and constraint on executivas well as in terms of economic
institutions -property rights protection and redialia-, the quality of institutions in Botswana
is better than the ones in Ghana and in Ivory Casiatever the sub-period considered.
Acemoglu et al. (2003) also argue that the goodneeuc performance of Botswana,
compared to the other African economies in geneésadlue to the quality of institutions in
Botswana. This seems as a valid argument sinceMdntsis a landlocked country and thus
geographically less favoured, comparatively to Ghamd Ivory Cost.

During each sub-period, it is in terms of politicastitutions that the superiority of
Botswana’s institutional quality compared to IvoBpst and Ghana is clearly observed.
However, it is especially in terms of regulatiostitutions that the advantage of Botswana is
better maintained and reinforced over time. Thisldde considered as an illustration of a
significant role of regulation institutions in Betana's EGS.

The importance of regulation institutions can dwgoput forward, by comparing the
performances of Ghana and Ivory Cost. As one cde o from 1985, Ghana records
sustained economic growth and also a beginningh an@rovement in its various institutions
especially regulation ones, compared to Ivory CG@sintrary to property rights protection
institutions, regulation institutions have beentoarally improved in Ghana since 1985. This
also can be seen as an illustration of the roleegiilation institutions for EGS with the case
of Ghana.

This case study, illustrates that “good” institagoare necessary for EGS, and seems

to corroborate the results from the empirical asialpf EGS.

7. Conclusion

In this article | seek to identify the most impartanstitutions for Economic Growth
Sustainability (EGS), contrary to the majority oh@rical works which are interested in the
effect of institutions on the level of per capitcome, the growth rate, or the changes in
growth regimes. | support that “good” institutiomy their positive effects on private
investment, induce an increase in TFP which is seang for EGS. My theoretical arguments

allow me to analyze the effects of three varioyesyof institutions on EGS.
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The results of econometric estimates with paned dadicate that an improvement in
the respective quality of democratic, property tggprotection, and regulation institutions is
favourable for EGS. This shows that all the instilos are necessary for EGS. However,
among all the institutions, that of economic atitéa regulation seems the most important for
EGS, because it is the effect of regulation ingonhs that remains positive and significant
after taking into account the simultaneous effettthe three various institutions. The
persistent effect of regulation institutions despibnsidering the simultaneous effect of the
three various institutions could be due to the fdt an efficient economic activities
regulation favours the entry into the market of niemestors, more innovative and more
dynamic. This market entry of new investors coulduce an improvement in technology
level and consequently an increase in TFP.

| also obtain a positive and significant effecfTéfP on EGS. This effect of TFP could
be due to its favourable effect on economic comipetiess. The effect of regulation
institutions on EGS remains despite consideringgbei investment and TFP effects. This
indicates an independent effect of regulation fagtins on EGS, which could be due to the
complementarity between private investments, pbssiesulting from the entry into the
market of new investors exploiting new sectors clementary to the sectors already
exploited. This complementarity between privateestments increases their productivities,
their returns, the capacity for future investmehpovate enterprises, and consequently the
probability of EGS.

| also obtain a positive and significant effectpobperty rights protection institutions
on private investment and this, despite considetiregpositive and simultaneous effects of
the various institutions on private investment. Mwain results -positive and significant
effects of TFP and regulation institutions on E@&nain robust to alternative methods of
estimate, to the retained samples, to the changestiiutional quality indexes, to the use of a
criterion of high EGS, to the changes in EGS deéiniand study period, to the consideration
of macroeconomic policies effects and initial eammoconditions. The positive link between
“good” institutions and EGS is illustrated by a eastudy with three African countries:
Botswana, Ivory cost, and Ghana.

Through my econometric results, the following eaqoio growth strategies can be
suggested. First, initiate economic growth by einguthe protection of private property
rights, to create markets and to favour the devety of private investment. This
proposition is based on the fact that | show thadperty rights institutions are more

favourable for the development of private investtemhich is often admitted in the
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economic literature, to be favourable for econognowth. Second, implement institutions
which guarantee an efficient regulation of econoautvities in order to make sustainable
economic growth, by favouring the entry into therked of more dynamic and more
innovative private investors, like “young investors

Therefore, my results point out a suitable rolevarfious institutions for EGS. This is
coherent with the idea defended initially by Geesdtron (1962) for the suitable role of
various institutions in the process of economiceligyment, and highlighted recently by
Acemoglu et al. (2004) about the role of institnBoin technological adoptions and
innovations. Beyond a suitable role of institutidosEGS that reveal my results, these results
could be an indication especially to the developiogntries policymakers for the order of
institutional reforms that they would wish to impient.

This study opens tracks for new researches. Fowtgr@economists, it would be
interesting to well understand how TFP could afféS; | suppose that one of the
possibilities is the gain of economic competitivend-or institutional economists, it would be
interesting to improve our understanding of thedffof regulation institutions on EGS, and

to build a theoretical model of EGS in which thé&erof institutions appears.

39



References

Acemoglu, Daron, Simon Johnson, and James A. Robi(&001) “The Colonial Origins of
Comparative Development: An Empirical InvestigatioAmerican Economic Revie@1 (5),
1369-1401.

Acemoglu, Daron, and James A. Robinson (2002) “Bodo Backwardness in Political

perspective,” NBER working paper # 8831.

Acemoglu, Daron, Simon Johnson, and James A. Robirf2003) “An African Success
Story: Botswana.” in Dani Rodrik, ed., In Search Rrosperity: Analytic Narratives of

Economic Growth, (Princeton University Press, Retnn, NJ).

Acemoglu, Daron, Simon Johnson, James Robinson, Yand/ong Thaicharoen (2003)
“Institutional Causes, Macroeconon8gmptoms: Volatility, Crises, and Growthldurnal of

Monetary Economigs/ol. 50 (January), pp. 49-123.

Acemoglu, Daron, Philippe Aghion, and Fabrizio Editi (2004) “Distance to Frontier,
Selection, and Economic Growth.” December 2004thtmming, Journal of the European

Economic Association

Acemoglu, Daron, and James A. Robinson (2006) “Boto Backwardness in Political

perspective.” Februaryymerican Political Science Review

Alchian, Armen A., and Demsetz Harold (1973) “Thegerty Right Paradigm.Journal of
Economic History33, 16-27.

Baba, Stephen A. (1997) “Democracies and Ineffiygh Economics and Politic
(July):99-114.

Barro, Robert J., and David B. Gordon (1983) “Ru@scretion, and Reputation in a Model
of Monetary Policy.”Journal of Monetary Economid® (July):101-121.

40



Barro, Robert J. (1996) “Democracy and Growtddurnal of Economic Growthl, 1
(March): 1-27.

Bates, Robert (1981) Markets and States in Tropifuica, (Berkeley: University of
California Press).

Besley, Timothy (1995Property Rights and Investment Incentives: Theangl Evidence
from Ghana."Journal of Political Economy103, 903-937.

Besley, Timothy, and Robin Burgess (2002) “Can lLabRegulation Hinder Economic

Performance? Evidence from Indi&uarterly Journal of Economic¥ol. 119, pp. 91-134.

Bevan, D., P. Collier, and J.W. Gunning (1999) Huditical Economy of Poverty, Equity,
and Growth: Nigeria and Indonesia, (Oxford: Oxfohdiversity Press).

Blanchard, Olivier (2003) “Rents, Product and LaboMarket Regulation, and
Unemployment.” Lecture 2 in The Economics of Unemgpient: Shocks, Institutions, and

InteractiongCambridge, MA: MIT Press, 2003).

Blundell, R., and Bond S. (1998) “Initial condit®and moment restrictions in dynamic panel
data models.Journal of Econometrics87(1), 115-143.

De Soto, Hernando (1990) The Other Path, (New YNk, Harper and Row, 1990.)

Demsetz, Harold (1967)Toward a Theory of Property RightAmerican Economic Review
57, 347-59.

Djankov, Simeon, Rafael La Porta, Florencio LopezSilanes, and Andrei Shleifer (2001)
“The Regulation of Entry.” CEPR Discussion Paper R853 (London: Centre for Economic

Policy Research).

Djankov, Simeon, Rafael La Porta, Florencio LopezSilanes, and Andrei Shleifer (2002)
“The Regulation of Entry.” Quarterly Journal of Bonics 117 (1), 1-37.

41



Freeman, Richard (1988) “Labour Market Institutiomnd Economic Performance.”
Economic PolicyVI, 64-80.

Gerschenkron, Alexander (1962) Economic Backwamslires$listorical Perspective, Harvard

University Press, Cambridge MA.

Giuseppe, Nicoletti, and Stefano Scarpetta ProtMetket Reforms: Macro Linkages and
Effects on Growth A Partial Survey Institutions For Development and Growth, MIT Press

Forthcoming.

Hall, Robert E., and Charles I. Jones (1998hy Do Some Countries Produce so Much
More Output per Worker than OtherQuarterly Journal of Economi¢c€XIV, 83-116.

Hamann, A., Javier and Pratti Alessandro (300Zhy Do So Many Disinflations Fail? The
Importance of Luck, Timing, and Political Institois.” IMF working paper, WP/02/228,

(December).

Hausmann, Ricardo, Lant Pritchett, and Dani Ro@204) “Growth Accelerations.RBER
working pape## 10566.

Hausmann, Ricardo, Lant Pritchett, and Dani Ro@005) “Growth AccelerationsJournal
of Economic Growth10, 303—-329.

Jerzmanowski, Michael (2005) “Empirics of Hills, aRtaus, Mountains, and Plains: A

Markov-Switching Approach to GrowthJournal of Development Economidsrthcoming.

Jones, Eric L. (1981) The European Miracle: Envinents, Economies and Geopolitics in

the History of Europe and Asia, Cambridge UnivgrBitess, Cambridge UK.

McChesney, Fred S. (1987) “Rent Extraction and Reme@tion in the Economic Theory of
Regulation.”Journal of Legal Studied6, 101-118.

42



Nickell, Stephen and Richard Layard (2000) “Laboarkkt Institutions and Economic
Performance.” in Orley Ashenfelter and David Caeds.,Handbook of Labor Economics
(Amsterdam: North-Holland, 2000).

Nordhaus, William D. (1975) “The Political BusineSgcle.” Review of Economic Studié2
(April):169-190.

North, D.C., and Thomas R.P. (1973) The Rise of\Western World: A New Economic
History, Cambridge University Press, Cambridge UK.

North, Douglas C. (1981) Structure and Change ionBmic History, W.W. Norton & Co.,
New York.

North, Douglas C. (199%)nstitutions.” Journal of Economic Perspectivegol. 5, No. 1, 97-
112.

Persson, Torsten, Gerard Roland, and Guido Tab€ll#O7) “Separation of Powers and
Political Accountability.” Quarterly Journal of Economigsvol. 112, No. 4 (November),
1163-1202.

Pigou, Arthur C. (1938) The Economics of Welfare,etl., (London: Macmillan and Co.,
1938).

Pritchett, Lant (2000YUnderstanding Patterns of Economic Growth: Seaghior Hills
among Plateaus, Mountains, and Plaidrld Bank Economic Reviewlay 2000,14 (2),
221-50.

Quinn, Dennis P., and John T. Woolley (200Democracy and National Economic
Performance: The Preference for Stabilitiherican Journal of Political Scienets (July
2001):634-657.

Rodrik, Dani (1997) “Democracy and Economic Perfance.” Paper Prepared for a
conference on Democratization and Economic Refori@auth Africa, Cape Town, January
16-19, 1998.

43



Rodrik, Dani (1999) “Where Did All the Growth GoXtErnal Shocks, Social Conflict and

Growth Collapses.Journal of Economic Growil{December).

Rodrik, Dani (2004) “Growth Strategies.” in P. Aghiand S. Durlauf, eds., Handbook of
Economic Growth, North-Holland, forthcoming.

Romer, Paul M. (1986) “Increasing returns and lamg-growth.” Journal of political
Economyvol 94, No 5, 1002-1037.

Satyanath, Shanker, and Arvind Subramanian (2004)hdt Determines Long-Run
Macroeconomic Stability? Democratic Institution®dF working paper, WP/04/215,

(November).

Scarpetta, S., and Tressel T. (2002) “Productiaityl Convergence in a Panel of OECD
Industries: Do Regulations and Institutions Matte€@ECD Economics Department Working
Papers No. 342, OECD Publishing.

Seldon, A. (1975) “Preface” in “F.A. Hayek, Full piloyment at Any Price?” Occasional
Selection, and Economic Growth.” December 2004thtmming, Journal of the European

Economic Association

Stephen, L., Parente and Edward C. Prescott (1®xf)yiers to technologic Adoption and
Development.”Journal of political Economyol 102, No 2, 298-321.

Stern, Nicholas (2001)*A Strategy for Development.” ABCDE Keynote Address
Washington, DC, World Bank, (May).

Stigler, George J. (1971) “The Theory of Economeg®ation.”Bell Journal of Economics
and Management Sciendé(1971), 3-21.

Svenson, Jakob (1998)nvestment, Property Rights and Political Instapil Theory and
Evidence.”European Economic Revied2 (7), 1317-41.

44



Tornell, Aaron, and Valesco Andres (1992) “The Bdyg of Commons and Economic
Growth: Why Does capital Flow From Poor to rich etries?”Journal of political economy
vol 100, No. 6, 1208-31.

Tullock, Gordon (1967)The Welfare Cost of Tariffs, Monopoly, and TheftWestern
Economic JournalV (1967), 224-232.

Wittman, Donald (1989) “Why Democracies Producddight Results.”Journal of Political
Economy97 (December): 1395-1424.

Wittman, Donald (1995) The Ourth of Democratic &eet Why Political Institutions are

Efficient. Chicago: University of Chicago Press.

Wooldridge, Jeffrey M. (2000) Introductory Econonet: A Modern Approach, published
by South-Western College Publishing.

Appendix: List of Countries

Albania, Algeria, Argentina, Australia, Austria, lB@mas, Bahrain, Bangladesh, Barbados,
Belgium, Belize, Benin, Bolivia, Botswana, Brazdulgaria, Burundi, Cameroon, Canada,
Central Africa, Chad, Chile, China, Colombia, Corlgemocratic, Congo Republic, Costa
Rica, CoOte d'lvoire, Croatia, Cyprus, Czech Remjbbenmark, Dominican Republic,
Ecuador, Egypt, El Salvador, Estonia, Fiji, FinlakRdance, Gabon, Germany, Ghana, Greece,
Guatemala, Guinea Bissau, Guyana, Haiti, Hondu#asig Kong, Hungry, Iceland, India,
Indonesia, Iran, lIreland, Israel, ltaly, Jamaicapah, Jordan, Kenya, Kuwait, Latvia,
Lithuania, Luxembourg, Madagascar, Malawi, Malayd$ali, Malta, Mauritius, Mexico,
Morocco, Myanmar, Namibia, Nepal, Netherlands, N&eland, Nicaragua, Niger, Nigeria,
Norway, Oman, Pakistan, Panama, Papua New, Parageary, Philippines, Poland, Portugal,
Romania, Russia, Rwanda, Senegal, Sierra Leongaane, Slovak Republic, Slovenia,
South Africa, Spain, Sri Lanka, Sweden, SwitzerJaBgria, Tanzania, Thailand, Togo,
Trinidad, Tunisia, Turkey, Uganda, Ukraine, UnitEBchirate , United King, United State,
Uruguay, Venezuela, Zambia, Zimbabwe.
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